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Abstract:  

The talk argues and demonstrates that the third generation of artificial neural networks, the spiking neural 

networks (SNN), can be used to design brain-inspired architectures that are not only capable of deep learning 

of temporal or spatio-temporal data, but also enabling the extraction of deep knowledge representation from 

the learned data. Similarly to how the brain learns, these SNN models do not need to be restricted in number of 

layers, neurons in each layer, etc. as they adopt self-organising learning principles of the brain. The presented 

approach is illustrated on an exemplar SNN architecture NeuCube (free software and open source available 

from www.kedri.aut.ac.nz/neucube). Case studies are presented of brain and environmental data modelling and 

knowledge representation using incremental and transfer learning algorithms. These include predictive 

modelling of EEG and fMRI data measuring cognitive processes and response to treatment, AD prediction, 

understanding depression, predicting environmental hazards and extreme events. And something more, if a 

SNN model is designed to follow a brain template, knowledge transfer between humans and machines 

becomes possible through the creation of brain-inspired Brain-Computer Interfaces (BI-BCI) used here to 

understand the human-to-human knowledge transfer through hyper-scanning and also to create brain-like 

neuro-rehabilitation robots. This opens the way to build a new type of AI systems – the open and transparent  

AI.  More details can be found in: N.Kasabov, Time-Space, Spiking Neural Networks and Brain-Inspired 

Artificial Intelligence, Springer, 2019, https://www.springer.com/gp/book/9783662577134. 
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