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Abstract: 

This talk brings together automatic feedback control, Computational Intelligence neural networks and bio-inspired 

learning, and efficient communication networks modeled using graph topologies.  Recent developments bringing these 

three fields together are reviewed, and new efficient feedback controllers are designed that rely on technologies drawn 

from each of them.  Applications are made to electric power microgrids and human-robot interaction systems. 

Automatic Feedback Control Systems have a long modern history starting with James Watt’s controller which 

made the steam engine a useful prime mover.  Optimal and Adaptive feedback control design have been responsible 

for much of the successful performance of engineered systems in aerospace, electric power systems, industrial processes, 

vehicles, ships, robotics, and elsewhere since the 1960s. Optimal control solutions provide robustness and performance 

guarantees.  Differential multi-player game theory provides rigorous techniques for optimizing the performance of 

multiple interacting agents in communication systems, economics, formations, and microgrids. However, these optimal 

and game theory solutions are computed offline and require full knowledge of the system dynamics.   

Recent developments in Computational Intelligence in neural networks, artificial intelligence, and bio-inspired 

learning show how to design new high-performance feedback control structures for learning online the solutions to 

optimal control problems and multi-player differential games. We review developments that use computational 

intelligence to enhance feedback controllers, including neural networks that enhance adaptive controllers, and new 

Reinforcement Learning methods that enhance optimal and game theoretic controllers.   

Future energy distribution networks are composed of interconnected small-scale microgrid systems. Microgrids, 

including smart building energy systems, rely on the intercommunication between multiple distributed generators and 



loads. To bring together distributed control of multi-agent systems and real-time optimal learning, we present a new 

family of distributed multi-agent games on sparse and efficient Communication Graphs that allows frequency 

synchronization and voltage balance of multiple interacting systems by using highly efficient distributed learning 

algorithms between individual dynamical agents.   
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