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摘要:

Label noise is ubiquitous in the era of big data. Large machine learning models can easily
overfit label errors, and thus cannot generalize well without properly handling the noise. In
this talk, we will introduce a typical approach to deal with label noise, i.e., modelling label
noise, which is essential to build statistically consistent classifiers. Specifically, given only
noisy data, we will show how to model and estimate the label transition relationship from
the latent clean labels to noisy labels. We hope that the participants will roughly know how
to learn with noisy labels via the talk.
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