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Abstract:

The conventional wisdom of simple models in signal processing and machine learning
misses the bigger picture, especially over-parameterized neural networks (NNs), where the
number of parameters are much larger than the number of training data. Our goal is to
explore the mystery behind over-parameterized NNs from a theoretical side.

In this talk, I will discuss the role of over-parameterization in neural networks. First, I will talk
about the motivation of function space for training dynamics of over-parameterized NNs:
how initialization affects training dynamics of neural networks, which determines what kind
of functions can be learned and why function space theory is needed. Then I talk about why
over-parameterized models under stochastic gradient descent (SGD) can generalize well
by exhibiting a double descent curve on the test risk. Based on this, I will discuss the
separation between kernel methods and neural networks from the function space view. This
can be used to address a fundamental question in trustworthy machine learning systems:
over-parameterization in NNs helps or hurts robustness?
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