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Abstract:

With the development of artificial intelligence, the robustness and generalization of
machine learning models have attracted more and more attention. In this talk, we will
introduce the robustness and the benign overfitting phenomenon for deep neural networks.
Specifically, we first discuss the impact on the robustness of deep neural networks from
three aspects of network width, depth, and initialization. Then, for two different problem
settings of classification and regression, we introduce the benign overfitting phenomenon
discovered in deep neural networks. We hope that participants can have a general
understanding of the benign overfitting phenomenon in deep learning and know how to
correctly select the appropriate network structure and initialization to improve the
robustness of the network via this talk.
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