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摘要:

To enable a smart and autonomous system to be cognizant, taskable, and adaptive in exploring an
unknown and unstructured environment, robotic decision-making relies on learning a parameterized
knowledge representation. However, one fundamental challenge in deriving the parameterized
representation is the undesirable trade-off between computation efficiency and model fidelity. This talk
addresses this challenge in the context of underwater vehicle navigation in unknown marine
environments. To improve fidelity of the reduced-order model, we develop a learning method to generate
a non-Markovian reduced-order representation of the environmental dynamics. Such abstraction
guarantees to improve the modeling accuracy. Further, taking advantage of the abstracted model, we
develop a Large-Language-Model-guided hierarchical planner to translate human specified missions
directly to a set of executable actions with low computation cost.
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