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摘要:

Recent advances in LLMs enable exciting LLM-integrated applications to perform text-based
tasks. To accomplish these tasks, the LLM often uses external data sources such as user
documents, web retrieval, results from API calls, etc. This opens up new avenues for attackers to
manipulate the LLM via prompt injection. Adversarial prompts can be carefully crafted and
injected into external data sources to override the user's intended instruction and instead
execute a malicious instruction.

We introduce two causes for prompt injections: (1) LLM input has no separation between
prompt and data; (2) LLMs are trained to follow instructions anywhere in their input. For (1), we
propose a secure front-end to format the prompt and filtered data with specially-reserved
separation delimiters. For (2), we propose structured instruction tuning to SFT (supervised fine-
tune) an LLM to follow the intended instruction in the presence of an injected instruction, and
secure alignment to DPO (direct preference optimize) an LLM towards following the intended
instruction and against following an injected instruction.

StruQ (secure front-end + structured instruction tuning) stops all existing (optimization-free)
prompt injections to an attack success rate of <2%. SecAlign (secure front-end + secure
alignment) reduces the optimization-based attack success rate by more than 2× from StruQ.
Both StruQ and SecAlign preserve the model utility, and induce no training and inference
overhead.
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